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Abstract On water-dominated planets, warming from increased solar insolation is strongly amplified by the
water vapor greenhouse feedback. As the Sun brightens due to stellar evolution, Earth will become uninhabitable
due to rising temperatures. Here we use a modified version of the Community Earth System Model from the
National Center for Atmospheric Research to study Earth under intense solar radiation. For small (≤10%) increases
in the solar constant (S0), Earth warms nearly linearly with climate sensitivities of ~1K/(Wm�2) and global mean
surface temperatures below 310K. However, an abrupt shift in climate is found as the solar constant is increased
to +12.5% S0. Here climate sensitivity peaks at ~6.5K/(Wm�2), while global mean surface temperatures rise
above 330K. This climatic transition is associated with a fundamental change to the radiative-convective state of
the atmosphere. Hot, moist climates feature both strong solar absorption and inefficient radiative cooling in
the low atmosphere, thus yielding net radiative heating of the near-surface layers. This heating forms an
inversion that effectively shuts off convection in the boundary layer. Beyond the transition, Earth continues
to warm but with climate sensitivities again near unity. Conditions conducive to significant water loss to
space are not found until +19% S0. Earth remains stable against a thermal runaway up to at least +21% S0, but
at that point, global mean surface temperatures exceed 360K, and water loss to space becomes rapid. Water
loss of the oceans from a moist greenhouse may preclude a thermal runaway.

1. Introduction

Earth’s climate is dominated by water. While water in its liquid phase is believed essential for planetary
habitability, the over abundance of water in its solid or gaseous phases can create catastrophic instabilities
in the climate system. The high reflectivity of snow and water ice at visible wavelengths is a cause for
the sea ice albedo feedback and runaway glaciations. Geologic evidence indicates that episodes of
low-latitude glaciation have likely occurred on Earth in the distant past [Evans et al., 1997; Young et al.,
1998; Hoffman et al., 1998]. The high infrared (IR) opacity of water in its vapor phase is cause for the water
vapor greenhouse feedback as well as both moist and runaway greenhouses. Venus succumbed to the
water vapor greenhouse feedback billions years ago [Pollack, 1971; Donahue et al., 1982]. Under the
continually brightening Sun, a Venusian fate likely awaits Earth.

The well-established standard solar model predicts that all stars gradually brighten during their main
sequence lifetimes [Gough, 1981; Ribas, 2009]. Earth will be subjected to larger doses of solar energy in the
future [Guinan and Ribas, 2002]. Presently our Sun grows brighter by 1% every ~110Myr. This trend will
continue for another ~5Gyr before the Sun enters its red giant phase, whereupon its atmosphere will
expand outward to near the present orbit of Earth [Schröder and Smith, 2008]. Earth will inevitably
transition into hotter climates that are beyond the realm of those experienced by humans to date.

Warming climates are thought to transition through two distinct phases: the moist greenhouse and the
runaway greenhouse. The term “moist greenhouse” was first coined by Towe [1981] in reference to hot
water-rich atmospheres that are speculated for the Hadean Earth, more than 4Gyr ago. Towe postulated
that water vapor mixing ratios could become significant up to high altitudes, where H2O is prone to
photolytic destruction and subsequent loss (of hydrogen) to space. Later, Kasting et al. [1984b] and Kasting
[1988] refined the definition of the moist greenhouse in terms of water loss and planetary habitability.
Kasting et al. [1984b] predict that if the water vapor volume mixing ratio with respect to moist air exceeds
10�3 kg kg�1 in the stratosphere, Earth’s entire inventory of water will be lost to space within the present
age of the Earth (~4.6Ga), thus terminating conventional habitability. One-dimensional radiative-convective
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calculations predict that stratospheric water vapor mixing ratios of ~3×10�3 can occur if the global mean
surface temperature reaches 340 K, under the assumptions of water vapor saturation and a 200 K isothermal
stratosphere [Kasting, 1988]. This description is often taken as the standard threshold for a moist greenhouse
climate. A moist greenhouse is generally believed to precede a runaway greenhouse in the evolutionary
sequence of warming terrestrial atmospheres. While a moist greenhouse is climatologically stable, unlike a
runaway greenhouse, the potential for rapid water loss makes it the more proximal boundary to the inner
edge of the habitable zone [Kasting et al., 1993; Kopparapu et al., 2013].

The runaway greenhouse differs sharply from the moist greenhouse. In a runaway greenhouse, the entire
inventory of water on the planet is contained in the atmosphere as vapor and cloud. For Earth’s present
inventory of water, a runaway greenhouse would have a surface pressure of several hundred bars and
surface temperatures well in excess of the critical temperature for water [Kasting, 1988]. A transition to a
runaway greenhouse is marked by a radiative instability where outgoing longwave radiation reaches an
asymptotic limit due to overwhelming water vapor opacity in the IR [Simpson, 1927; Komabayashi, 1967;
Ingersoll, 1969; Nakajima et al., 1992; Goldblatt et al., 2013]. Outgoing longwave radiation can no longer
increase to match rising solar insolation, and thus climate warms uncontrollably until all surface water has
evaporated and mean surface temperatures exceed ~1600 K. At this point, thermal emission through the
4μm water vapor window becomes strong enough to stabilize climate [Goldblatt et al., 2013]. Note that an
atmosphere in runaway would also undergo rapid water loss to space.

Recently the simulation of warming climate has been approached with three-dimensional climate models of
various heritages. Abe et al. [2011] used the atmospheric general circulation model 5.4g from the Center
for Climate System Research, University of Tokyo, to study desert planets. Leconte et al. [2013a] used
the Laboratoire de Météorologie Dynamique Generic (LMDG) climate model from the Laboratoire de
Météorologie Dynamique, Paris, France, to study tidally locked, water-limited land planets inside the
classical inner edge of the habitable zone. Again, using LMDG, Leconte et al. [2013b] found that Earth will
enter a runaway greenhouse when the solar constant exceeds +10% S0. Interestingly, their results indicate
that Earth may not experience a moist greenhouse phase, instead skipping directly to a runaway
greenhouse. Their warmest stable simulation has a mean surface temperature of only ~335 K and relatively
low upper atmospheric water concentrations. Wolf and Toon [2014a], using the Community Atmosphere
Model version 3 from the National Center for Atmospheric Research, Boulder, CO, found Earth to be much
more resistant to warming, reaching mean surface temperatures of only ~313 K at +15.5% S0. However,
numerical issues prevented the simulation of hotter climates.

At the present time then, an unsolved problem is whether the Earth will eventually reach amoist greenhouse,
a runaway greenhouse, or both. In addition, the values of S0 at which these transitions occur are not
well defined. Here we reexamine warming climate for Earth using an updated three-dimensional climate
model (see section 2). Model improvements allow us to study more carefully the properties of true moist
greenhouse atmospheres.

2. Model Description
2.1. Overview

We use the Community Earth System Model (CESM) version 1.2 from the National Center for Atmospheric
Research in Boulder, CO. Here we configure CESM using the Community Atmosphere Model version 4
(CAM4) with a finite volume dynamical core [Lin and Rood, 1996]. CAM4 has been validated extensively for
the present-day climate [Marsh et al., 2013]. We use 4° × 5° horizontal resolution with 45 vertical levels
extending up to a model top of ~0.2mbar. Our configuration offers significantly greater vertical resolution
than does the standard CAM4 configuration which uses only 26 vertical levels up to a model top of
~3mbar. While our horizontal resolution is kept relatively coarse to promote computational efficiency, it is
generally comparable or slightly better than that used in other 3-D studies of planetary atmospheres. We
assume a continental configuration and land coverage identical to the present-day Earth, except that
permanent glacial ice sheets found over Greenland, Antarctica, and the Himalaya have been replaced
with bare soil. However, sea ice and snow can still accumulate if atmospheric conditions dictate.
Orbital-rotational parameters (obliquity, rotation rate, eccentricity, and length of year) and the wavelength
dependence of the incident solar spectrum are also held identical to the present-day Earth. We use a
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thermodynamic “slab” ocean model with specified (but seasonally varying) internal ocean heat fluxes that
duplicate present-day patterns of ocean heat transport [Bitz et al., 2012]. We have included a correlated k
radiative transfer code that has been designed with deep paleoclimate and exoplanetary atmospheres in
mind [Wolf and Toon, 2013]. We use physics and radiative time steps of 30min, with 32 dynamical
substeps per physics time step. We use a larger than standard value for the frequency of dynamical
substepping in order to ensure numerical stability for our hottest simulations.

2.2. General Assumptions

The atmosphere is assumed to consist only of N2, CO2, and H2O. Oxygen, ozone, methane, trace gas species,
and the direct radiative effect of aerosols are excluded. The total pressure of the atmosphere is given by

Ptot ¼ PN2 þ PCO2 þ PH2O (1)

where Px is the partial pressure of each gaseous component, respectively. N2 and CO2 are noncondensable
“dry” gases, and thus their amounts are fixed in all simulations. The global mean dry surface pressure is
982.88mbar, with CO2 comprising 367 ppmv of the dry fraction. Note that the dry pressure is equal to that
of the modern atmosphere despite the removal of O2 (21% of the modern atmosphere). N2 has been added
to make up for the mass lost by removing the O2. H2O is a condensable species and thus is spatially and
temporarily varying. H2O can add mass to the atmosphere [Neale et al., 2010]. The molecular weight of dry
air and the specific heat of dry air are set by the relative amounts of CO2 and N2. The present-day solar
constant is assumed to be 1361.27Wm�2.

2.3. Radiative Transfer

We use the correlated k radiative transfer scheme first described inWolf and Toon [2013]. The scheme uses k
coefficients derived from the HITRAN 2004 spectroscopic database using the line by line radiative transfer
model (LBLRTM) developed by Atmospheric and Environmental Research Inc. in Lexington, MA [Clough
et al., 2005]. We use 28 spectral intervals that range from 10 to 50,000 cm�1 to include both solar and
terrestrial radiation. We have expanded the temperature and pressure ranges in our k coefficient tables to
include pressures up to 10 bar and temperatures up to 520 K, well covering the bounds of this study.
Water vapor foreign broadening coefficients have been combined with spectral k coefficients due to their
mutual linear dependence on abundance [Mlawer et al., 1997]. Overlapping molecular absorption is
treated using the amount-weighted scheme of Shi et al. [2009]. The foreign broadening gas is N2. Water
vapor self-continuum coefficients are derived from the MT_CKD version 2.5 continuum model [Clough
et al., 2005]. CO2 foreign broadening is also taken from MT_CKD, with the assumption of N2 as the
broadening gas. The self-broadened continuum for CO2, which is not included in MT_CKD, is assumed to
be 1.3 times the foreign broadened continuum to account for the greater broadening efficiency of CO2

versus N2 following Kasting et al. [1984a] and Halevy et al. [2009]. N2 self-broadening coefficients are
included from Borysow and Frommhold [1986]. Rayleigh scattering is calculated for N2, CO2, and H2O
following Vardavas and Carver [1984] with coefficients from Allen [1973]. The model uses a standard
two-stream radiative transfer solver with multiple scattering from Toon et al. [1989].

When simulating hot moist atmospheres, the use of HITRAN2004 leads to an underestimation of absorbed
solar radiation (ASR) and an overestimation of outgoing longwave radiation (OLR) compared with the
HITEMP2010 line list [Goldblatt et al., 2013]. Here our hottest simulation has a global mean surface
temperature of ~363 K, while local and seasonal temperature maxima can marginally exceed 400 K. In this
temperature range, clear-sky flux errors caused by using HITRAN2004 amount to at worst ~2% for ASR and
~0.5% for OLR. For temperatures below 360 K, errors in ASR are ≤0.6%. The presence of clouds and
subsaturated regions should further mute the differences found between HITRAN2004 and HITEMP2010
calculations. We feel that these margins of error are acceptable for this study.

2.4. Moist Physics

Over the past two decades, cloud modeling has advanced tremendously such that realistic three-dimensional
cloud fields can be considered. Prognostic bulk microphysical parameterizations for condensation,
precipitation, and evaporation control atmospheric water vapor, liquid cloud, and ice cloud condensate
fields [Rasch and Kristjánsson, 1998]. Deep convection (i.e., moist penetrative) is treated using the
parameterization of Zhang and McFarlane [1995]. This scheme has been further modified to include
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convective momentum transport
[Richter and Rasch, 2008] and dilute
entraining plumes [Raymond and
Blyth, 1986, 1992]. The deep convec-
tion scheme utilizes a plume ensem-
ble approach, where convective
updrafts and downdrafts occur
wherever the lower atmosphere is
found to be conditionally unstable.
Shallow convective overturning is
treated by the parameterization of
Hack [1994]. CAM4 self-consistently
accounts for changing atmospheric
pressures due to changing water
vapor amounts in each grid cell.
The total grid cell water vapor ten-
dency includes contributions from
advection, convection, turbulent mix-
ing, and large-scale stable conden-
sation and evaporation. CAM4 uses
virtual temperature corrections to
account for the density variation
between moist and dry air.

Cloud fractions are diagnosed for
three separate genres. Marine
stratus cloud fractions depend on
the stratification of the atmosphere
between the surface and the
700mbar level. Convective cloud
fractions depend on the stability of
the atmosphere and the upward
convective mass flux. Layered

clouds at all altitudes depend on the relative humidity and the pressure level. Over oceans and sea ice,
liquid cloud droplet effective radii are assumed to be 14μm, while over land they vary from 8 to 14μm
dependent on the ambient temperature. Ice particle effective radii follow a strictly temperature-
dependent parameterization and can vary in size from a few tenths to a few hundred microns [Neale et al.,
2010]. A typical ice cloud in the model has an effective radius of ~50μm at air temperatures of 240 K and
~20μm at air temperatures of 200 K.

The study ofWolf and Toon [2014a] was truncated at mean surface temperatures no higher than ~313 K due
to numerical instabilities. This issue has now been corrected. Previously, the entropy closure calculation
within the deep convection scheme failed to converge for hot atmospheres. The code has now been
updated (courtesy C.A. Shields) to use the more robust numerical approach of Brent [1973].

3. Results
3.1. Evolution of Climate

We first conduct a “present-day” control simulation with the solar constant at 1361.27Wm�2. This simulation
yields a global mean surface temperature (Ts) of 289.1 K. Our result is reasonably close to published
high-resolution simulations using unaltered CAM4, which predict Ts=288.2 K averaged over the 1986 to
2005 time period [Marsh et al., 2013]. This small difference is not unexpected considering the divergence
of our model construction compared with the off-the-shelf version of CAM4 (see section 2).

Starting from our present-day simulation, we then incrementally increase the solar constant. Figure 1 shows
the evolution of global mean surface temperature, climate sensitivity (λ), and albedo versus percent increase

Figure 1. Global and annual (a) mean surface temperature, (b) climate
sensitivity, and (c) albedo versus increasing solar constant. Data labeled
LMDG is from Leconte et al. [2013b]. Data labeled CAM3 is fromWolf and Toon
[2014a]. Data labeled CAM4 is from this study.
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in the solar constant above the present day. Climate sensitivity is the change in mean surface temperature for
a given change in radiative forcing. Thus, for changes to the solar constant,

λ ¼ ΔTs
ΔS 1� Ap

� �
=4

(2)

where ΔTs is the incremental change in global mean surface temperature, ΔS is the incremental change in
solar constant in Wm�2, and Ap is the top-of-atmosphere (TOA) albedo before the increase in solar
constant is applied. Results are shown from this study and recent analogous 3-D studies of a warming
Earth. We designate “CAM4” for new results from this study, “CAM3” for results presented in Wolf and Toon
[2014a], and “LMDG” for results presented in Leconte et al. [2013b] using the LMD Generic global climate
model. CAM3 and CAM4 have been modified from their original forms as described in Wolf and Toon
[2014a] and in section 2 here. Climate sensitivity is plotted on a staggered x coordinate grid, located at the
midpoint of each incremental change in solar constant.

In the CAM4 simulation, climate at first warms modestly with λ~1K/(Wm�2) for increases to the solar
constant of ≤10%. However, further increases to the solar constant trigger an abrupt shift into a hotter
climatic regime. As the solar constant is increased from +11.25% S0 to +12.5% S0, mean surface
temperatures rise from 312.2 K to 331.9 K despite an incremental TOA solar forcing of only +3.0Wm�2,
yielding a sharp maximum in climate sensitivity of ~6.5 K/(Wm�2) (Figures 1a and 1b). The sharp climatic
transition is accompanied by minima in global mean cloud and TOA albedos (Figure 1c). Immediately
beyond the transition, climate continues to warm but again with modest sensitivities as the cloud albedo
increases, mitigating warming. Variations in the Rayleigh scattering albedo remain small. The surface
albedo continuously declines, first due to the melting of snow and ice, and then due to spectral effects.
Land surface albedos are split into visible and near-IR bands at ~0.76μm, with the visible albedo being
half that of the near-IR. Water vapor absorption is stronger in the near-IR than the visible, thus for
progressively hotter climates, the solar flux incident upon the ground becomes relatively enriched at
visible wavelengths and therefore the broadband surface albedo subtly declines.

Interestingly, both CAM4 and LMDG results display a qualitatively similar shape for temperature and climate
sensitivity curves (Figures 1a and 1b). Both models exhibit a sharp peak followed by weakening climate
sensitivity rather than an immediate onset of a thermal runaway upon the initial phase of rapid warming.
In order to produce this sharp peak in sensitivity, some process must (at least temporarily) interrupt the
water vapor greenhouse feedback. Maxima in climate sensitivity are offset between CAM4 and LMDG,
occurring between +11.25% and +12.5% S0 in CAM4 and between +7% and +7.8% S0 in LMDG. LMDG is
inherently a more sensitive model, becoming hotter, sooner than does CAM4 (Figure 1b). The CAM3 results
suffer from numerical instabilities before a transition to a hotter climate can occur; thus, no spike in
climate sensitivity is evident. CAM3 is less sensitive than both CAM4 and LMDG. On first order, model
differences can be explained by differences in the clouds (see section 3.4).

Figure 2. (a) Global mean vertical profiles of temperature and (b) H2O volume mixing ratio relative to moist air. The arrow in
Figure 2b signifies the upper atmospheric H2O mixing ratio threshold for the onset of significant water loss to space. The blue
lines are for temperate simulations (Ts< 315 K). The orange and red lines are for moist greenhouse simulations (Ts> 330 K).
Note that the vertical profiles of temperature include the global mean surface temperature as their lowest data point.
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Figure 2 explores the atmospheric temperature profiles in CAM4, for various values of the solar constant.
When S0 reaches +12.5%, Ts=331.9 K and the H2O volume mixing ratio at the top of the model (Qtop)
reaches 1.5 × 10�5, falling short of the classical definition of the moist greenhouse threshold given by
Kasting [1988]. (Note that this value is not far from those in the present atmosphere, but today the upper
atmosphere is much warmer than the simulations shown in Figure 2 due to ozone heating). However, here
we will refer to the +12.5% S0, Ts=331.9 K case as the first (i.e., coldest) moist greenhouse atmosphere. The
dramatic surface temperature transition illustrated in Figure 1 is accompanied by distinctive changes to
the radiative-convective state of the atmosphere (see section 3.2), and thus it stands as a logical demarcation
between climatic regimes. The upper atmospheric water vapor threshold for a moist greenhouse of ≥10�3, as
defined by Kasting [1988], is not reached until the +19% S0 case, where Ts=350.5 K and Qtop = 2.0× 10

�3.
Climatologically stable simulations are found with the solar constant reaching up to +21% S0 and Ts=362.8 K.
In this hottest case, Qtop = 5.6× 10

�2, and thus water loss may become rapid relative to the rate of solar
brightening (see section 4.1).

For increases to the solar constant beyond +21% S0 we find no converged solutions. Our model begins to
experience numerical instabilities within the dynamical core when Ts> 367 K. Numerical instabilities can be
suppressed by increasing the frequency of dynamical substepping, but this process becomes increasingly
inefficient. While Ts ≤ 363 K, as found here, is sufficient for studying habitable climates, one cannot rule
out climatologically stable states existing at hotter temperatures [Goldblatt, 2015]. However, for the
chronology of Earth it may not matter whether the climate uncontrollably warms or whether it remains
stable beyond our computational limitations. Rapid water loss to space is expected from our hottest
atmosphere (+21% S0, Ts= 362.8 K). In this case the oceans may be lost before the solar constant has
appreciably increased further. Loss of the entire oceans would transform Earth forever into a desert
planet, limiting water availability, and possibly preventing a runaway greenhouse from ever occurring.
Even if a runaway was to occur at some larger value of S0, water loss to space would still eventually
render Earth a desert planet. While our results leave the door open for climatologically stable states to
exist with Ts> 362.8 K, such atmospheres become increasingly unstable against water loss to space and
thus are increasingly short-lived phenomena. Note that the hottest stable simulation in LMDG is found
at +10% S0 and Ts= 335 K, whereupon the thermal limiting flux is reached and presumably a runaway
greenhouse is the result [Leconte et al., 2013b].

Figure 3. Global mean vertical profiles for (a) longwave heating rate, (b) shortwave heating rate, (c) net radiative heating
rate, and (d) convective heating rate for the lower atmosphere only. The top of model is not shown. The blue lines are
for temperate simulations (Ts< 315 K). The orange and red lines are for moist greenhouse simulations (Ts> 330 K). The
moist greenhouse simulations exhibit a distinctive radiative-convective state.
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3.2. Radiative-Convective Transition

As described in section 3.1, when the solar constant is increased to +12.5% S0, Earth will abruptly transition into a
moist greenhouse. This transition is accompanied by a profound change in the radiative-convective state of the
atmosphere, illustrated in Figure 3. The genesis of this change lies in thewater vapor greenhouse feedback. As Ts
rises above ~310K, the water vapor window region (8–13μm) closes, and thus the lowest layers of the
atmosphere become thermally opaque. Despite continued increases to Ts, the spectrally resolved emitting
level of the atmosphere remains between 250 and 300K and therefore above the surface [Goldblatt et al.,
2013]. Radiative cooling becomes stronger high in the atmosphere as the emitting level is pushed upward as
climate warms. However, radiative cooling becomes negligible in the low atmosphere because the surface
layers can no longer cool directly to space (Figure 3a). Note that Figure 3 shows only the lower part of our
model atmospheres. Meanwhile, solar absorption by near-IR water vapor bands causes shortwave radiative
heating to become stronger for all layers of the atmosphere except for the bottom most (Figure 3b). Increased
attenuation of solar radiation by water vapor aloft increases atmospheric heating while preventing some of the
Sun’s energy from reaching the surface. However, water vapor is a weaker absorber in the shortwave compared
with the longwave. Thus, even with surface water vapor volume mixing ratios of up to ~0.4, as found in our
hottest simulation, some solar radiation can still penetrate to the surface to drive heating and evaporation.

Combining the effects of terrestrial and solar radiation, a moist greenhouse atmosphere features net radiative
heating in the low atmosphere, as opposed to net radiative cooling which is observed for Earth’s present
climate and all climates that fall below the moist greenhouse transition (Figure 3c). Net radiative heating in
the lower atmosphere creates a permanent near-surface inversion (Figure 2a). The sign change in low-level
radiative heating rates and the associated inversions become more pronounced as the atmosphere
becomes progressively hotter, increasingly water rich, and thus radiatively opaque.

For moist greenhouse atmospheres, the inversion is overlain by a nearly isothermal layer, creating a stable
low atmosphere. For the coldest moist greenhouse with Ts= 331.9 K, the inversion and isothermal layer are
shallow and weak, extending only to an altitude of ~0.4 km with a depth of only ~0.5 K on global mean. As
temperatures climb, this stable layer grows deeper and stronger. By our hottest simulation (Ts= 362.8 K),
the inversion and overlying isothermal layer extend to an altitude of ~1.7 km with a depth of ~10 K.

Near-surface inversions are stronger and onset at a lower solar insolation over ocean compared with over land
due to significantly higher relative humidities and thus increased thermal and solar opacities over the oceans.
By the time that our hottest simulation is reached, low atmosphere inversions are present everywhere except
for a narrow band over the tropics. In Figure 4a, inversions are visible as warm lobes inside closed temperature
contours centered at midlatitudes in the low atmosphere of the hottest simulation (fourth column). Seasonally,
inversions are strongest over the summer hemisphere. On the present-day Earth, strong inversions occur over
the poles during winter. Here large-scale polar inversions are destroyed at the moist greenhouse transition.
Inversions do again form over the poles in our hottest simulations but are generally weak.

Earlier studies of hot, moist climates did not find near-surface inversions because the temperature profiles were
forced to analytical expressions for themoist adiabat under water-rich conditions, precluding surface inversions
from ever forming [Kasting, 1988; Kasting et al., 1993; Kopparapu et al., 2013; Leconte et al., 2013b]. However,
near-surface inversions have been noted recently in 1-D modeling studies that remove assumptions fixing
the lapse rate to an analytical formula [Wordsworth and Pierrehumbert, 2013; Popp et al., 2015]. We suggest
that near-surface inversions are a defining characteristic of the moist greenhouse atmosphere.

The environmental temperature profile has a fundamental affect on convective processes. Figure 5 shows the
temperature and lapse rate profile for our hottest simulation versus the dry and moist adiabats. The most
adiabat is approximated here by

Γm ¼ g
1þ Lvqv

RT

Cpd þ L2vqvε
RT2

(3)

where g is the acceleration of gravity, Lv is the latent heat of vaporization, R is the gas constant for dry air, Cpd
is the specific heat of dry air, ε is the ratio of water vapor and dry air molecular weights, qv is the water vapor
mass mixing ratio in the layer, and T is the temperature of the layer. We find a qualitatively similar vertical
structure as is described in Wordsworth and Pierrehumbert [2013], with a moist greenhouse atmosphere
separated into three distinctive convective regions. The inversion layer is absolutely stable against convection.
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Thus, for moist greenhouse atmospheres, convection in the low atmosphere is suppressed (Figures 3d and 4e).
Immediately above the inversion, the atmosphere is dry, having low relative humidities (Figure 4b), few clouds
(Figures 4c and 4d), and a lapse rate that exceeds Γm. The upper atmosphere (above ~20 km or equivalently
~100mbar) is moist. The environmental lapse rate follows the moist adiabat closely as cloud condensation
takes place over a significant fraction of the atmosphere. In this case the moist adiabat does not trend to the
dry value because there is so much water in the atmosphere that latent heat release is important at all levels,
unlike in the current atmosphere. Note that the transition from dry to moist regions marks location of the
cloud base for the primary cloud deck (Figures 4c and 4d).

Figure 6 illustrates the radiative, convective, and cloud states of our hottest moist greenhouse simulation. The
atmosphere is optically thick to both longwave (LW) and shortwave (SW) radiation beginning near the top
of the dry region, indicated by the change in slope of the net radiative fluxes near 20 km. Figure 7a shows
that this atmosphere contains the equivalent of about 2.5m of precipitable water in the vapor phase. While
convective energy fluxes are shut off in the boundary layer due to the inversion, solar radiation is absorbed
near the dry/moist layer interface and acts as an energy source for driving upper level convection. For moist

Figure 4. The evolution of (a) zonal mean air temperature, (b) relative humidity, (c) cloud fraction, (d) grid box cloud water content, and (e) convective energy flux.
The columns show results for our control simulation +10% S0, +12.5% S0, and +21% S0 moving from left to right.
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greenhouse atmospheres, convective energy fluxes reach their peak values at the bottom of the moist region,
coincident with the primary cloud deck.

Convection aids thermal radiation in transporting energy from the surface to higher layers of the
atmosphere [Ramanathan and Coakley, 1978]. For simulations of present-day climate, convection cools
the surface by 3.1 K d�1 on global mean (Figure 3d). As climate warms to 312.2 K at +11.25 S0 (our
warmest simulated climate below the moist greenhouse transition), convective surface cooling gradually
reduces to 2.5 K d�1. However, as Earth transitions from temperate conditions to a moist greenhouse
(i.e., with an inversion), surface cooling via convection abruptly drops to 1.5 K/d. As inversions grow
stronger for progressively hotter simulations, boundary layer convection, and thus convective cooling of
the planet surface, effectively vanishes. As climate switches into the moist greenhouse state, the surface
can neither efficiently cool radiatively nor convectively, combining to spur abrupt warming as shown
in Figure 1.
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Figure 6. Global mean net radiative fluxes along with convective and cloud properties for our hottest simulation
(Ts = 362.8 K at +21% S0). (a) The net upwelling longwave (LW) flux and the net downwelling shortwave (SW) flux. The
full-sky (i.e., with cloud) fluxes are the solid lines. The dashed lines are for clear-sky radiative fluxes. (b) The convective
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Figure 5. (a) Global mean temperature profile and (b) lapse rate compared to the moist (Γm) and dry (Γd) adiabats for our
hottest simulation (Ts = 362.8 K at +21% S0). A moist greenhouse atmosphere is divided into three distinct convective
regions: inversion layer, dry, and moist. The surface temperature is included as the lowest point in the temperature profile.
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3.3. Clouds and Water

Moist greenhouse atmospheres feature two cloud layers (Figures 4c and 4d). The first is a widespread fog that
blankets the planet surface, just below the inversion layer, where the atmosphere is in direct contact with the
oceans and relative humidities remain high. Fog is commonly found below inversion caps on Earth today. While
rich in cloud water, the fog layer is vertically thin, extending through only the bottom ~2 model layers. The
second, and main, cloud layer lies well above the inversion, where moist convection can again occur, and
atmosphere temperatures are sufficiently cool. The moist greenhouse atmosphere, ironically becomes
(relatively) dry in the low atmosphere and thus cloud free around the atmospheric temperature maximum of
the inversion. With warmer air aloft, the relatively colder surface acts to limit the amount of water vapor that
can flux upward from the stable boundary layer. Thus, the warmer overlying layer features low relative
humidities and no clouds (Figures 4b–4d). The main cloud deck forms much higher in the atmosphere where
temperatures have cooled significantly, once again permitting larger relative humidities and thus
condensation. The main cloud deck is thickest where atmosphere temperatures are between ~260 and 270K.
Despite its increasingly high altitude, the main deck remains optically thick and thus has a strong impact on
both solar and thermal radiation (Figure 7d). Cloud fractions remain quite low, about 10% for the main cloud
deck (Figure 4c). However, the main cloud deck is spatially thick and contains much more water than do
present-day clouds (Figures 4d and 7b). At Ts=350.5 K, the planet has double the cloud water column as the
present-day Earth. Thus, despite low cloud fractions, the cloud deck can remain highly reflective.

Changes in cloud cover have an important influence on the evolution of climate under the brightening Sun.
The global mean water vapor column and thus the clear-sky greenhouse effect rapidly increase at the moist
greenhouse transition (Figures 7a and 7c). However, the global mean cloud water column and cloud forcing
reach their minimum magnitudes at the transition (Figures 7b and 7d). The greenhouse effect is given by

Fgh ¼ σT4s � OLR (4)

where σT4s is the thermal radiation emitted by the surface and OLR is the outgoing longwave radiation at the
top of the model. Figure 7c considers clear-sky OLR. (Note that the radiative transfer solver assumes an
isothermal layer lying above the top of the model with a pressure thickness equal to that of the pressure
at the top interface). Figure 1c illustrates that the cloud albedo reaches a minimum value precisely at the
moist greenhouse transition, where the climate sensitivity is greatest. Thus, the abrupt warming of climate
found at +12.5% S0 is aided by a decrease in cloud cover. However, once past the moist greenhouse
transition, this trend reverses. Once onto the moist greenhouse branch (i.e., Ts ≥ 331.9 K), the cloud water
column, cloud albedo, and net cloud forcing all sharply increase in magnitude for progressively hotter
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forcing versus increasing solar constant.

Journal of Geophysical Research: Atmospheres 10.1002/2015JD023302

WOLF AND TOON THREE-DIMENSIONAL MODELING OF HOT CLIMATES 5784



atmospheres (Figures 1c, 7b, and
7d). Qualitatively similar cloud be-
havior was recently reported for
warming climates using a single-
columnmodel with an active hydro-
logical cycle [Popp et al., 2015].

Changes in clouds are related
to changes in the convective
properties of the atmosphere as
it warms. Cloud cover reaches
its minimum upon the initial col-
lapse of boundary layer convec-
tion (Figures 3d, 4d, and 4e), the
mechanism for which is described
in section 3.2. However, a moist
greenhouse atmosphere is funda-
mentally different, heated from
aloft rather than from below (i.e.,

the ground) as is found for cooler climates. Above the inversion, the atmosphere again permits convection, first
dry and then moist. Solar radiation-absorbed aloft provides the energy to drive upper level convection, well
above the inversion (Figures 3b and 6). As climate grows progressively hotter, radiative heating aloft becomes
stronger, deepening upper level convection (Figures 3c, 3d, and 4e). There is no shortage of water vapor in a
moist greenhouse (Figure 2b). Thus, upper level convective overturning can feed copious amounts of
moisture into the high atmosphere where it can sufficiently cool, condense, and form clouds
(Figures 4d and 6b). As a moist greenhouse matures, the primary cloud deck thickens, thus helping
delay the immediate onset of a runaway greenhouse. We postulate that the main cloud deck thickens
along the moist greenhouse branch of climate due to increased radiative heating aloft, which in turn
drives upper level convective overturning and creates the primary cloud deck.

Figure 8 shows that the relative humidity of the bottom layer of the atmosphere and of the total atmosphere
both decline as climate warms. The sharpest decline is found upon the first onset of the moist greenhouse.
Subsaturation of the atmosphere is well documented to act against the water vapor greenhouse feedback
and thus delay immediate onset of a runaway greenhouse [Pierrehumbert, 1994; Goldblatt et al., 2013;
Leconte et al., 2013b; Wolf and Toon, 2014a]. However, at +19% S0, this trend reverses too as the atmosphere
begins to become more humid with increasing Ts and climate sensitivities again begin to creep upward.

3.4. Differences Between Models

Figure 1 shows that there are sizable differences in the evolution of surface temperature for Earth under
increasing solar insolation across various models. There are numerous subtle differences between model
constructions that surely contribute to the deviations in global mean surface temperature. However, on
first order, the differences lie in the treatment of moist physics. Figure 9 shows global mean vertical
profiles of temperature, specific humidity, cloud condensate mass mixing ratio, and lapse rate from
CAM4 (this study) and LMDG from Leconte et al. [2013b]. One can see that the mean surface
temperatures are quite close between these two cases (Ts≈ 331 K); however, CAM4 has a generally
steeper lapse rate. LMDG uses a theoretical analytical solution for the moist adiabatic lapse rate in
water-rich atmospheres with forced convective adjustment [Leconte et al., 2013b; Manabe and Wetherald,
1967]. CAM4 determines the atmospheric thermal structure (and thus the lapse rate) prognostically via
the combined heating rates from numerous physical and dynamical processes in the model [Neale et al.,
2010]. It is difficult to pinpoint which precise processes cause the CAM4 lapse rates to diverge from
LMDG. However, lapse rates exceeding the moist adiabat are expected in the real atmosphere. On Earth,
presently, the mean tropospheric lapse rate is ~6.5 K/km, which is steeper than the moist adiabat. The
lapse rate is influenced not only by moist convection but also equally by baroclinic eddies [Stone and
Carlson, 1979]. Thus, a prognostic determination of the lapse rate may be more appropriate than
relaxing to the moist adiabat.
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With a warmer upper atmosphere, LMDG can contain more total water vapor than CAM4 despite nearly
identical mean surface temperatures (Figure 9b). In both models, the primary cloud deck moves upward in
the atmosphere as climate warms. However, CAM4 tends to form clouds lower in the atmosphere (~17 km
versus ~40 km), at warmer temperatures (~265 K versus ~230 K), and also of greater peak cloud water

concentrations (~8 kgkg�1 maximum
versus ~5 kg kg�1 maximum) com-
pared with LMDG simulations of
approximately equal mean surface
temperature (Figure 9). Clouds that
form at relatively higher temperatures
will favor reflectivity over the green-
house effect and thus contribute
more strongly toward cooling the pla-
net. Differences in the temperature of
cloud formation between LMDG and
CAM4 likely control the differences
found in net cloud forcing.

We next consider quantities as a func-
tion of global mean surface tempera-
ture instead of solar constant, because
surface temperature is the dominant
control on the amount of water vapor
that enters the atmosphere. Water
vapor and temperature combine to
control clouds. Plotted in temperature
space, patterns among the models are
clearly visible. Figure 10 shows the glo-
bal mean net cloud forcing, the TOA
albedo, and the climate sensitivity as a
function of the global mean surface
temperature above that of the control
simulation given by

TΔ ¼ Ts � Tcontrol (5)

CAM3 simulations reach only TΔ≈+23K
due to the onset of numerical instabil-
ities (see section 2.4). LMDG enters a
classical runaway greenhouse state with

Figure 10. (a) Global mean cloud forcing, (b) top-of-atmosphere albedo,
and (c) climate sensitivity versus mean surface temperature. Data are
labeled as in Figure 1.

Figure 9. Global mean vertical profiles of (a) temperature, (b) specific humidity, (c) cloud condensate mixing ratio, and
(d) lapse rate for CAM4 and LMDG simulations with (nearly) the same surface temperature (~331 K).
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a last stable mean surface temperature of TΔ≈+52K. CAM4 simulations reach up to TΔ≈+74K before numerical
instabilities are encountered (see section 3.1).

As TΔ increases to +40 K, all three models show qualitative similarities. Net cloud forcings initially become
stronger (i.e., more negative) before weakening as TΔ exceeds +15 K (Figure 10a). TOA albedos decrease in
all models as a result of both changing cloud forcings and increased solar absorption by water vapor
(Figure 10b). Climate sensitivities for CAM4 and LMDG achieve maximum values at nearly the same TΔ,
while CAM3 sensitivity closely follows that of CAM4 until its crash point. Note that similar to Figure 1b, in
Figure 10c, the climate sensitivity is plotted on a staggered x coordinate grid, located at the midpoint of
each incremental change in surface temperature.

While qualitative similarities in the evolution of clouds and climate sensitivity are indeed encouraging, their
differences in magnitude cause diverging mean climate states (Figure 1a). CAM3 is slightly cloudier than
CAM4. Stronger net cloud forcing in CAM3 leads to TOA albedos that are ~1–7% larger than in CAM4.
CAM3 climate sensitivity follows that of CAM4 quite closely in temperature space. However, CAM3 clouds
grow thicker, faster with increasing temperature (Figure 10a), such that the CAM3 climate sensitivity is
always a bit less than that of CAM4 (Figure 10c). Lower sensitivity means that it takes longer (i.e., a higher
solar constant) for CAM3 to evolve to a given mean surface temperature as seen in Figure 1a.

LMDG has a significantly weaker cloud forcing compared with CAM4 (Figure 10a). This is true for control
simulations and becomes more dramatic as climate warms. The TOA albedos of LMDG are consistently
~11–29% lower than found in CAM4. The net cloud forcing in LMDG changes more rapidly with increasing
temperatures, essentially vanishing for TΔ ≥+40 K with a value of about �2Wm�2. CAM4 simulations also
indicate weakening cloud forcing up through TΔ=+40 K; however, the effect is far smaller. The minimum
magnitude value for net cloud forcing for CAM4 is �20.9Wm�2 found at TΔ=+42.8 K. At this surface
temperature, the net cloud forcing in CAM4 is an order of magnitude stronger than found in LMDG. As TΔ
grows even larger, LMDG cloud forcings remain constant, while CAM4 cloud forcings reverse their trend
and begin to grow stronger (more negative), increasing the TOA albedo and helping stabilizing climate
against a runaway.

For both LMDG and CAM4, on first order, the sharp transition to a moist greenhouse by TΔ≈+40 K is caused
by the water vapor greenhouse feedback. However, in each model, different moist physical processes are
responsible for enhancing climate sensitivity at the transition. In LMDG, inversions cannot form due to
assumptions regarding the lapse rate; thus, presumably no shut off of convective surface cooling can
occur, as it does in CAM4. However, in LMDG, changes to clouds strongly destabilize climate as a moist
greenhouse is approached (Figure 10a). In CAM4, the destabilizing effect of clouds near the transition is
present but is significantly weaker that is found with LMDG. However, in CAM4, the shut off of convective
surface cooling due to inversions contributes significantly to warming climate (Figure 3d). Once the moist
greenhouse state is reached, climate sensitivities fall for both models. For TΔ ≥+40 K, clouds cease to be a
destabilizing force, leveling off in LMDG while growing thicker in CAM4. In CAM4, reductions to convective
surface cooling also again become gradual past the transition. While the spike in climate sensitivity found
in LMDG and CAM4 has a common root cause and a similar magnitude, important differences remain
within the respective moist physical calculations.

Model intercomparison is essential for forwarding the art of climate modeling. While intercomparison
projects are already widely used for problems of modern climate, it may be more critical for studies of
theoretical exoplanetary atmospheres where no observations exist with which to constrain our models.
Here we have discussed first-order differences between the models but have not thoroughly examined the
physical parameterizations causing this to be so. Further work is warranted to compare the details of
physical parameterizations, including radiative transfer, clouds, and convection, for hot climates across
various three-dimensional climate models.

3.5. Limiting Fluxes

The concept of a limiting value for the outgoing longwave radiation (OLR) from a clear-sky, saturated, hot,
water-rich atmosphere is well established. The latest theoretical calculations place this limit at 282Wm�2

[Goldblatt et al., 2013]. If the absorbed solar radiation (ASR) exceeds this limit, a runaway greenhouse will
occur. Here clear-sky radiative fluxes (both OLR and ASR) exceed the theoretical flux limit described in
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Goldblatt et al. [2013] (Figure 11).
However, this behavior is fully
expected as our simulations feature
significantly subsaturated atmospheres
(Figures 4b and 8). A subsaturated
atmosphere can have OLR that
exceeds the radiation limit because
the water vapor greenhouse effect is
made less intense by subsaturation.
Note that a radiation limit still exists
for subsaturated atmospheres, but
it becomes larger for increasing
subsaturation. However, when we also
consider the radiative effect of clouds
(i.e., full sky), we find a peculiar
phenomenon. OLR and ASR appear
to approach the radiation limit of
Goldblatt et al. [2013] but only via
modulation by clouds (Figure 11). This
limiting behavior is seen once the
moist greenhouse climate is reached
at Ts ≥ 331.9 K.

The theoretical underpinning for radiation flux limits for clear-sky atmospheres is strong, but the picture
becomes more complex for cloudy atmospheres. Clouds add significantly to both the solar reflectivity and
the thermal opacity of the atmosphere. For moist greenhouse atmospheres, high clouds become more
latitudinally uniform than in cooler atmospheres (Figures 4c and 4d). Regions of subsaturation (i.e., low
relative humidity) become overlain by a thick layer of clouds (Figures 4b and 4d). Clouds are highly
effective greenhouse agents; thus, the main cloud deck can block low relative humidity longwave radiative
windows to space. With sufficiently thick and extensive clouds decks, the temperature of the clouds
becomes an additional limiting factor on OLR.

Figure 12 shows that the global
and annual mean radiation to space
temperature and pressure and the
temperature and pressure at which the
global mean cloud condensate mixing
ratio reach its maximum. The radiation
to space temperature is calculated as

T space ¼ OLR=σð Þ1=4; (6)

where σ is the Stefan-Boltzmann
constant. The radiation to space
pressure is the level at which the
atmospheric temperature equals Tspace.
For moist greenhouse atmospheres
Tspace asymptotes to ~265K; however,
the radiation to space level moves
steadily upward (lower pressure) as
climate warms. As is described in
Goldblatt and Watson [2012], emission
to space occurs approximately where
the optical depth is equal to one. For
hot climates (Ts≥ 330 K in this study),
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the temperature structure around the emission to space level follows the moist adiabat (Figure 5). As surface
temperatures increase further, the temperature structure at the emission to space level remains unchanged,
and thus the amount of radiation that can be emitted to space reaches a limiting value.

Maxima in the global mean cloud condensate mixing ratio remain between 258 and 278 K despite a ~74 K
range in mean surface temperatures. For our control and +2% S0 simulations, the maximum in cloud
condensate mixing ratio lies just above 800mbar and at atmospheric temperatures of 275 and 278 K.
For warmer climates, the maximum in cloud condensate mixing ratio more closely follows the
radiation to space level and temperature. Due to the dependence of the saturation specific humidity
on ambient pressure, the temperature at which clouds form increases slightly as the pressure of
formation decreases.

Taken in isolation, the greenhouse effect of clouds would cause a thermal runaway to occur under less solar
insolation. Despite continually rising Ts and clear-sky OLR that asymptotes to ~326Wm�2, longwave cloud
forcings limit full-sky OLR to ≤282Wm�2 (Figure 11a). However, the main cloud layer remains sufficiently
thick as to still contribute strongly to the planetary albedo. Clear-sky ASR continually rises; however,
strengthening shortwave cloud forcing ensures that the full-sky ASR is kept in balance with OLR and thus
limited to ≤282Wm�2 (Figure 11b). Once the full-sky OLR reaches its limiting value, all increases to the
solar constant (and therefore surface temperature) are accompanied by sharp increases (more negative) in
the shortwave cloud forcing in order to maintain equilibrium against a thermal runaway (Figures 7d and
10a). Despite their high altitude, upper level clouds in the moist greenhouse can strongly affect solar
radiation due to their considerable optical thickness.

3.6. Sensitivity to Water Cycle Parameters

In this study we have demonstrated stable moist greenhouse atmospheres in a 3-D climate model. This
climate state features a distinctive shift in radiative, convective, and cloud properties compared with that
of the modern atmosphere. Climate models notoriously rely on tunable parameters within subgrid-scale
convection and cloud schemes, and CAM4 is no exception. Thus, we have conducted sensitivity tests for
seven subgrid-scale cloud and convection parameters. While this is by no means a comprehensive
exploration of the parameter space, we test those that are expected to most heavily influence modeled
climate [Covey et al., 2013]. As a baseline case, we chose the simulation with +17.5% S0 and Ts=343.1 K,
representing a typical moist greenhouse atmosphere. We then vary pertinent water cycle parameters to
their minimum and maximum plausible values as defined by Covey et al. [2013]. Our results are presented
in Table 1.

First, the moist greenhouse appears to be a robust result against plausible changes to water cycle
parameters. All simulations presented in Table 1 feature the distinctive radiative-convective state
described in section 3.2. We find that the moist greenhouse is generally insensitive to parameters
controlling convection. This is not surprising since convection is generally muted in the moist
greenhouse. However, parameters controlling clouds tend to have a more significant effect on climate.
Again, this is no surprise, as here our default atmosphere (+17.5 S0, Ts = 343.1 K) has almost double the
total cloud water column than does the present-day Earth (Figure 7b). Thus, changes to cloud tunings
have an amplified effect on the climate of a moist greenhouse. The model demonstrates its greatest
sensitivity to the minimum relative humidity threshold for high clouds (cldfrc_rhminh) and to the liquid
cloud droplet effective radius (rliq). Changing cldfrc_rhminh directly modulates the primary cloud deck
of a moist greenhouse which is typically located above 200mbar. The effective radius of liquid droplets
is well known to significantly impact climate. Here there is no exception. Changing rliq by a mere ±40%
has the largest effect on climate (�10.1 K and +14.2 K, respectively). This is a significantly greater
sensitivity to changing liquid cloud droplet radii than is found by Wolf and Toon [2014b] for Archean
climates with Ts≈ 288 K and high CO2.

4. Discussion
4.1. Escape of Water to Space

Moist greenhouse atmospheres can become prone to water loss. If water vapor remains a significant
constituent of the atmosphere up to high altitudes, photolysis followed by hydrogen escape can
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irreversibly remove water from the planet. Here we consider diffusion-limited escape as is frequently done in
moist greenhouse literature. For a light-weight minor constituent such as H, the escape rate can be
approximated by

Φ Hð Þ ≈ bf Hð Þ=Hs (7)

where b is the binary Brownian diffusion coefficient, f(H) is the hydrogen mixing ratio, and Hs is the scale
height at the top of model [Hunten, 1973]. Here we assume that the hydrogen mixing ratio, f(H), is equal to
twice the H2O mixing ratio found at the model top (ptop ~ 0.2mbar). The binary diffusion coefficient is
approximated by that of H in Earth air via the parameterization

b ¼ 6:5�1017T0:7top (8)

where Ttop is the temperature at the top of the model [Hunten, 1973]. We use global mean values for the
temperature and H2O volume mixing ratio at the model top. Our calculation provides an upper bound on
hydrogen escape rates as we neglect bottlenecks that may exist above our 0.2mbar model top. Hydrogen
loss rates could also be reduced if escape becomes energy limited [Watson et al., 1981].

Here, only simulations under +19%, +20%, and +21% S0 are subject to appreciable water loss, having Qtop

equal to 2.0 × 10�3 and 1.1 × 10�2 and 5.6 × 10�2, respectively. Following equations (7) and (8) and
assuming that the present-day ocean has 1.4 × 1024 g of water, equaling 2 × 1028 atoms cm�2 of hydrogen,
we can estimate how long it takes to remove all water from Earth via diffusion-limited escape. For
simulations +19%, +20%, and +21% S0, the entirety of Earth’s oceans could evaporate in as little as
~3.5 Gyr, ~672Myr, and ~130Myr given a static climate. However, more detailed calculations of
atmospheric water loss from moist greenhouse atmospheres are warranted.

Table 1. Sensitivity Tests for Important Water Cycle Parameters Applied to a Moist Greenhouse Atmospherea

Case
Surface

Temperature (K) TOA Albedo
TOA Upwelling LW Flux

(Wm�2)
Net Cloud Forcing

(Wm�2)
Greenhouse Effect

(Wm�2)

Default moist greenhouse (+17.5% S0) 343.1 0.287 282.7 �32.9 507.3
Minimum relative humidity threshold for
low stable clouds (0.9)

cldfrc_rhminl = 0.80 339.6 0.287 283.4 �34.0 474.5
cldfrc_rhminl = 0.99 345.9 0.288 282.1 �31.9 533.8
Minimum relative humidity threshold for
high stable clouds (0.8)

cldfrc_rhminh = 0.65 334.3 0.306 275.4 �34.5 436.0
cldfrc_rhminh = 0.85 352.7 0.286 283.2 �30.5 599.4
Liquid cloud droplet effective
radius (8–14 μm)

rliq = default * 0.6 333.0 0.289 282.5 �35.2 418.0
rliq = default * 1.4 357.3 0.298 280.5 �30.9 649.4
Threshold for conversion of cold ice to
snow (9.5e-6 kg kg�1)

cldwat_icritc = 2.0e-6 341.7 0.281 284.6 �32.4 491.9
cldwat_icritc = 18.0e-6 343.9 0.288 281.6 �32.3 515.7
Minimum overshoot parameter for
shallow convection (0.1)

hkconv_betamn = 0.02 341.5 0.288 282.3 �33.4 492.6
hkconv_betamn = 0.3 343.5 0.288 282.2 �33.1 511.8
Characteristic time scale for
shallow convection (1800 s)

hkconv_cmftau = 900 342.7 0.286 283.1 �32.4 503.2
hkconv_cmftau = 14400 342.4 0.318 270.0 �36.8 512.8
Characteristic time scale for
deep convection (3600 s)

zmconv_tau = 1800 342.8 0.279 286.1 �31.4 501.4
zmconv_tau = 28800 347.7 0.297 278.1 �31.1 555.2

aDefault parameter values are shown in parentheses in column 1. The greenhouse effect is calculated via equation (4).

Journal of Geophysical Research: Atmospheres 10.1002/2015JD023302

WOLF AND TOON THREE-DIMENSIONAL MODELING OF HOT CLIMATES 5790



4.2. The Fate of Earth

The evolution of solar luminosity over time can be approximated by the equation of Gough [1981]

L tð Þ ¼ 1þ 2
5

1� t
t0

� �� ��1
L0 (9)

where t is the time relative to the present, t0 is the present age of the Earth (~4.6Gyr), and L0 is the present-day
solar luminosity. In our simulations, stable climates can be maintained at +21% S0 and Ts=362.8 K. Following
equation (9), this value of S0 will occur ~1.99Gyr from today. However, such an atmosphere could lose its
water in as little as ~130Myr. In that time, the Sun will have increased another ~2% in brightness. The
climatological stability of moist greenhouse atmospheres along with rapid H escape rates implies that Earth
may lose its oceans before a thermal runaway can take place. Complete loss of Earth’s oceans may occur
in little over 2Gyr, transforming Earth into a desert planet. After the last of Earth’s water vanishes,
carbon-silicate weathering will shut down as water is needed for sequestering CO2. CO2 will then accumulate
in the atmosphere through natural volcanic outgassing until Earth presumably resembles Venus.

While extremophiles may survive on Earth until (and possibly after) the loss of the oceans ~2Gyr from now,
surface habitability for humans will end far sooner. The human body is unable to physiologically adapt to
sustained hot temperatures, with lethal hyperthermia setting in when wet bulb temperatures (Twb) exceed
310K for extended periods [Sherwood and Huber, 2010]. Here our simulation at +11.25% S0 has global mean
Twb in the lowest model layer over land of 302.6 K. While extremes of temperature may locally exceed the
hyperthermia limit proposed by Sherwood and Huber [2010], sustained surface habitability would likely be
maintained on large parts of the planet. However, once Earth transitions to a moist greenhouse at +12.5% S0,
global mean Twb over land rises to 323.4 K and remains above the hyperthermia limit everywhere. At this
point, ~1.3Gyr in the future, humans will not be able to physiologically survive, in nature, on Earth.

4.3. Relevance to the Habitable Zone

Based on Kepler Space Telescope surveys, it is estimated that 22% of Sun-like stars have Earth-sized planets
orbiting in their habitable zone (HZ) [Petigura et al., 2013]. Planets around solar-type stars may also have
the best chance of containing Earth-like water endowments [Tian and Ida, 2015]. Kasting et al. [1993] and
Kopparapu et al. [2013] both use the moist greenhouse threshold to delimit the inner edge of the HZ.
Kasting et al. [1993] argue that the inner edge of the HZ should be set where a planet will lose its entire
inventory of water within the lifetime of the planet. Given diffusion-limited hydrogen escape, this
threshold corresponds to upper atmosphere H2O volume mixing ratios of ≥10�3. In this work, our +19% S0
simulation will lose the entirety of Earth water inventory in ~3.5 Gyr given a constant climate. This time
frame is less than half the expected lifetime of our solar system. Thus, in the traditional context of
exoplanetary habitability, +19% S0 (equivalently 1619.91Wm�2 solar insolation) marks the inner edge of
the HZ around the Sun via the water loss limit. Converting to distance, the inner edge of the HZ for Earth
in our solar system presently can be set at a distance of 0.92 AU. But human life cannot survive sustained
surface temperatures greater than 310K, well below that of a moist greenhouse. Here this threshold is
exceeded at +12.5 S0 (equivalently 1531.43Wm�2 solar insolation). Thus, for our solar system, the inner edge
of the HZ for human life is currently 0.94AU. For comparison, LMDG sets the inner edge of the HZ via a
runaway greenhouse at 0.95AU with no moist greenhouse occurring [Leconte et al., 2013b]. One-dimensional
simulations of Kopparapu et al. [2013] set the inner edge of the HZ via the water loss limit at 0.99 AU and
via a runaway greenhouse at 0.97 AU.

These limits all apply to water-rich planets, where there is thus no constriction on the water vapor
greenhouse feedback. However, desert planets can potentially maintain habitable surface temperatures at
larger solar insolations than used here because water is scarce, and thus, the water vapor greenhouse is
muted [Abe et al., 2011]. On such planets, moist and runaway greenhouses would never occur. A
water-rich planet that undergoes a moist and/or runaway greenhouse could transition into a desert planet
after severe water loss. After the last of the planet’s water is lost from the surface, continuing water loss to
space would reduce atmospheric H2O mixing ratios, causing temperatures to fall until H2O escape rates
lessened sufficiently, allowing a new equilibrium climate to emerge. Thus, a water-rich planet could
experience an additional period of habitability, reborn as a relatively cooler desert planet after the heat of
a moist greenhouse has subsided.
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4.4. The Merits of 3-D

While 3-D climate models enjoy widespread use for problems concerning the present-day Earth, only
recently have they risen to prominence for modeling planetary and exoplanetary atmospheres.
Simulations of moist and runaway greenhouses have long been the domain of 1-D radiative-convective
equilibrium models. While 1-D models can be tuned to provide reasonable answers for rapidly rotating
planets, still they often miss or must oversimplify critical pieces of physics. Many notable results have
come from 1-D models that assume cloud-free skies, fully saturated atmospheres, forced convective
adjustment to the moist adiabat, and isothermal 200 K stratospheres. As we have discussed in this work,
hot climates are critically described by their hydrological cycle. Preconceived assumptions regarding such
climates may be incorrect.

Three-dimensional models can help rectify many of these issues by providing interactive hydrological
calculations. Temperature, water vapor, relative humidity, clouds, and their collective radiative effects are
all self-consistently included. While 1-D models are now beginning to loosen their long-held assumptions
on lapse rate [Wordsworth and Pierrehumbert, 2013] and include refined convection and cloud schemes
[Zsom et al., 2012; Popp et al., 2015], 1-D models fundamentally cannot capture the large-scale dynamics of
the atmosphere. Large-scale dynamics dictate the spatial distribution of clouds and relative humidity on
Earth, both of which interact strongly with the radiation fields. For instance, dry columns form in hot
climates in both CAM4 and LMDG. These dry columns are coincident with the subsiding branches of the
Hadley circulation and provide important low-relative humidity windows where energy can escape to
space. Furthermore, cloudy regions of the atmosphere are typically coincident with storm tracks, another
fundamentally 3-D aspect to climate.

5. Summary

In this study we have simulated the climate of Earth under increasing solar insolation using a
three-dimensional climate model. In our simulations, Earth transitions into a moist greenhouse when the
solar constant is increased by 12.5% above the present day. At this point, Earth abruptly warms by ~20 K
for only a 1.25% incremental increase in the solar constant. A switch in the radiative-convective properties
of the atmosphere accompanies the switch into a moist greenhouse climate state. Moist greenhouse
atmospheres feature net radiative heating of the near-surface layers due to large thermal and solar
opacities from large atmospheric water vapor inventories. This heating creates inversions that effectively
shut off boundary layer convection. Thus, the surface of a moist greenhouse can neither cool radiatively
nor convectively, triggering abrupt warming. However, once past this transition, climate is able to stabilize
against the immediate onset of a thermal runaway. While the near-surface atmosphere remains hot, dry,
and stagnant, above the inversion convection can again occur, feeding moisture into extensive upper level
cloud decks. These cloud decks remain sufficiently thick as to contribute strongly to the planetary albedo,
helping stabilize climate. Diffusion-limited water loss becomes significant in our simulations when the
solar constant is increased by 19%, with mean surface temperatures of 350.5 K and H2O volume mixing
ratios of 2 × 10�3 at the model top at ~0.2mbar. We find climatologically stable states with the solar
constant raised by 21%, with mean surface temperatures of 362.8 K and H2O volume mixing ratios of
5.6 × 10�2 at the model top. However, at this point, diffusion-limited water loss may become rapid, such
that the entirety of Earth’s oceans is lost within ~130Myr. Thus, the death of Earth will likely be at the hands
of the moist greenhouse, not a thermal runaway. We conclude that habitability on Earth for water-based life
will be irreversibly terminated no later than ~2.1Gyr from today. However, physiological constraints on the
human body imply that Earth will become uninhabitable for humans in ~1.3Gyr.
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